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Abstract
Artificial Neural Network has been discovered as a better alternative to traditional models and that is why a model based on the Multilayer Perceptron algorithm was developed in this study. The appropriate number of hidden neurons that best modeled the academic performance of students was determined by the developed Network algorithm. Test data evaluation showed that Network Architecture 17.80−1 was chosen among the numerous developed network architectures because of its model performances. The chosen network architecture gave the minimum value of Mean Square Error (MSE = 0.0718), minimum value of Network Information Criteria (NIC = 0.0743), maximum value of R-Square (R² = 0.8975) and maximum value of Adjusted Network Information Criteria (ANIC = 0.8931). It was equally observed that there were patterns in the movement of hidden neurons against the model evaluation criteria. As the number of the hidden neurons appreciates the value of both MSE and NIC decreases down the plot, while that of R-Square and ANIC values appreciate down the plot. The network was able to model the research problem with acceptable values judging from the model checking criteria considered in this work. Also the order of contribution of the predictor variables to the model was determined.
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1. Introduction
The main product of universities and higher institution of learning is students. Upon graduation, the students may either continue their studies into the postgraduate programme or become the manpower for the industry, government and private sectors. Thus, modeling of the students’ academic performances are critical in ensuring that the supply chain is sustained and that is why some higher institutions of learning have developed interest in predicting the paths of students, thus identifying which student will require assistance in order to graduate at the stipulated time or maintain their studies.

Moreover, there has been a tremendous growth in the interest of application of the Artificial Neural Networks (ANNs) in the modeling of academic performance of students since the 1990s. This is because Artificial Neural Networks are usually assumed to be powerful tools for functional relationship establishment or nonlinear mapping in various applications. The history of neural networks begins with the earliest model of the biological neuron given by McCulloch and Pitts in 1943. They are described as a computing system made up of a number of simple, highly interconnected processing elements, which process information by their dynamic state response to external inputs. Artificial Neural Networks are typically organized in layers. Layers are made up of a number of interconnected ‘nodes’ which contain an ‘activation function’. Patterns are presented to the network via the ‘input layer’, which communicates to one or more ‘hidden layers’ where the actual processing is done via a system of weighted ‘connections’. The hidden layers are then linked to an ‘output layer’. Artificial Neural Networks, which are of many types (FFNN - Feed forward neural network, RBF- Radial basis function, Kohonen self-organizing, etc) have the ability to recognize complex patterns quickly with a high degree of accuracy, it makes no assumptions about the nature and distribution of the data and they are not biased in their analysis. In addition, Artificial Neural Networks have non-linear tools and as such are good at predicting non-linear behaviors. Artificial neural networks form a broad category of computer algorithms that solve several types of problems, including mapping relationship, pattern classification, functions approximation, pattern completion, pattern association, filtering, optimization and automatic control (Mohaghegh et al., 2000). The structure of the Artificial Neural Network is defined by the interconnection architecture.
architecture between the processing elements. Information processing within an Artificial Neural Network occurs in the processing elements that are called neurons which are grouped into layers. Signals are passed between neurons over the connecting links as shown in Figure 1. In Fig. 1, there are n- inputs into the network, therefore, there are n- input neurons in the first layer; there is only one output from the network, consequently, there will be one output neurons in the output layer. The number of middle layers and the number of neurons in these layers a
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**Fig. 1.** The structure of the Artificial Neural Network

study is to evaluate the accuracy of the Artificial Neural Network Model formulated using its Mean Square Error (MSE), Network Information Criteria (NIC), R-Square and Adjusted Network Information Criteria (ANIC). A number of researches have been conducted on the students’ academic performance using Logistic Regression, Probability Analysis and the Artificial Neural Network. Their result indicated that Artificial Neural Network model performs better than the other considered models. In addition, other scholars have equally carried out a scholarly study on modeling academic performance of students: Walczak and Sineich, (1999) compared the results of Artificial Neural Networks model to that of Logistic Regression Analysis for modeling student enrollment decision-making. Result of the work concluded that the level of performance of the Artificial Neural Network is not significantly higher than that of the other model, but performed better off. Arinze et al. (2000) compared Artificial Neural Network model to Regression model in the prediction of groups of MBA student's performance. They concluded that Artificial Neural Network model performed better than Regression model with a lower bias. Asogwa, and Oladugba (2015a) used multilayer (FFNN) Artificial Neural Network model to predict academic performance rates of university students. The result showed about 97% accuracy prediction. Asogwa and Oladugba (2015b) compared a multilayer Artificial Neural Network and Multinomial Logistic Regression. Multilayer Artificial Neural Network model performed better than the other. Kanakana and Olanrewaju (2011) utilized a Multilayer Perception Neural Networks to model students' performance. The result showed that Artificial Neural Networks-based model is able to model students' performance with high accuracy. Lykourentzou et al. (2009) used a Multiple Feed-Forward Neural Networks to model students' final achievements. The result was grouped into good and poor performances. This work is actually an extension of some of the works reviewed in this paper, since it included some of all the possible factors that were not seen in some of the reviewed works that affects students' academic performance. Some of the literatures used parent's education, parent's occupation as a single factor whereas some didn't consider a factor of disability.

### 1. Methodology

Through extensive review of literatures, a number of socio-economic, biological, environmental, academic, and other related factors like pre-admission requirements that are considered to have influence on the academic performance of university students were identified and reconciled with the information we got in the students' admission records. Some of these factors were: Gender, Parents marital status, father's education, mother's education, father's occupation, mother's occupation, O' level results, Age at entry, time delayed before admission, type of secondary school attended, location of secondary school attended, post UTME, and disability. The data used in this study were secondary data and was collected from the...
admission record of students of the faculty of Veterinary Medicine, University of Nigeria, Nsukka. The data were collected from 2008 - 2014 set in the faculty at their penultimate year. Only Students' records with complete information were accessed in this study and that amount to a total of 450 students' record reviewed. These factors that were collected from the students' records considered the output variable as the performance of students at their penultimate year (CGPA) and others as the predictor variables. With the help of MatlabR2009a as a statistical tool, neural codes were generated for the variables and were properly analyzed under Artificial Neural Network.

1.1 The Artificial Neural Network Model

Artificial Neural Network (ANN) model proposed by Anders (1996) was used in his research work. The model is given as:

\[ y = f(X, W) + e \]

\[ y = f(X, W) + e = \alpha X + \sum_{i=1}^{n} \beta_i g_i \left( \sum_{j=1}^{m} \gamma_{ij} x_j \right) + e \]

\[ g_i(z) = \frac{1}{1 + e^{-z}} \]

\[ y \text{ is the output variable} \]
\[ X \text{ is the input variables} \]
\[ \gamma \text{ is the weight of the output unit(s)} \]
\[ \beta \text{ is the weight of the hidden units} \]
\[ \alpha \text{ is the weight of the input unit(s)} \]
\[ e \text{ is the error term} \]

2.2 The network architecture and design

Multilayer Perceptrons (MLPs) are layered feed forward networks typically trained with static back propagation. Therefore, given the computational capabilities of a multilayer perceptron a three-layered Feed Forward Neural Network was developed (Algorithm) in this study in line with the Anders (1996) model. The first layer (input level) comprised of 17 neurons (processing elements) - one for each profile parameter (input). The third layer(output level) comprised 1 neurons denoting academic performance ordinary level result was initiated as four profile parameters. This explains why in the table1 there were 17 neurons (processing elements) in the input layer, a varying number of neurons in the hidden layer and 1 neuron in the output layer. This is denoted by 17 - (varying neurons) - 1, as used in this work. However, based upon recommendations from Cybenko (1989) and Hornik et al., (1989) that one hidden-layer network is sufficient to model any complex system, the designed network model used only one hidden layer. Also, one of the best ways to determine the number of hidden neurons in the hidden layer is by trial and error, which incorporates the rule of thumb. The rule of thumb is to start with the smallest size possible for a given problem to allow for generalization, then to increase the size of the hidden neurons, until the optimal results are achieved, Zhang and Trimble (1996). In this study, it was decided to fix different number of neurons in the hidden layer and through evaluation of their model performance, pick the one that gives the optimal performance among others. We started by choosing one neuron in the hidden layer, followed by two neurons, etc. Back-propagation learning algorithm was used for training the network. The logistic activation function was used at the hidden layer and the identity activation function was used at the output layer. The network architecture was run for about 100 epochs. The number of hidden neuron cannot be limited to 100 neurons. It can exceed 100 neurons but this work only considered from 1 neuron to 10 neurons and 10 neurons to 100 neurons on 10 unit interval.

2.3 Model selection criteria

The model checking criteria used in this study were the one pertaining to Artificial Neural Network modeling, apart from the commonly known model selection criteria. The model selection criteria used in this study were the Coefficient of Determination (R-Square), the Mean Square Error (MSE), the Network Information Criteria (NIC), and the Adjusted or Alternative Network Information Criteria (ANIC). We are so familiar with the first two and they are commonly used in OLS (ordinary least squares) modeling, but the last two are model selection criteria popularly used in Artificial Neural Network modeling. There are more other model selection criteria, but these ones were considered in this work, although they were not chosen on a criterion. Both MSE and NIC are declared acceptable (optimum) when their values are low (close to 0). Also, ANIC and R – square are optimum when their values are high (close to 1). All their values lie between 0 and 1.

3. Results

The Table containing the developed network architecture with the evaluated model evolution criteria is shown below:
Table 1: Table of model architecture with model evaluation criteria

<table>
<thead>
<tr>
<th>SN</th>
<th>Networks at different hidden neurons</th>
<th>MSE</th>
<th>NIC</th>
<th>ANIC</th>
<th>R-square</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>17 – 1 – 1</td>
<td>0.4760</td>
<td>0.4695</td>
<td>0.3303</td>
<td>0.2916</td>
</tr>
<tr>
<td>2</td>
<td>17 – 2 – 1</td>
<td>0.3990</td>
<td>0.2345</td>
<td>0.2920</td>
<td>0.2300</td>
</tr>
<tr>
<td>3</td>
<td>17 – 3 – 1</td>
<td>0.3592</td>
<td>0.1791</td>
<td>0.4073</td>
<td>0.4087</td>
</tr>
<tr>
<td>4</td>
<td>17 – 4 – 1</td>
<td>0.3082</td>
<td>0.5264</td>
<td>0.5902</td>
<td>0.5416</td>
</tr>
<tr>
<td>5</td>
<td>17 – 5 – 1</td>
<td>0.3521</td>
<td>0.1930</td>
<td>0.4974</td>
<td>0.4382</td>
</tr>
<tr>
<td>6</td>
<td>17 – 6 – 1</td>
<td>0.3844</td>
<td>0.3920</td>
<td>0.4514</td>
<td>0.4282</td>
</tr>
<tr>
<td>7</td>
<td>17 – 7 – 1</td>
<td>0.3077</td>
<td>0.2857</td>
<td>0.5608</td>
<td>0.5423</td>
</tr>
<tr>
<td>8</td>
<td>17 – 8 – 1</td>
<td>0.3646</td>
<td>0.2902</td>
<td>0.4796</td>
<td>0.4576</td>
</tr>
<tr>
<td>9</td>
<td>17 – 9 – 1</td>
<td>0.2139</td>
<td>0.1956</td>
<td>0.6947</td>
<td>0.6818</td>
</tr>
<tr>
<td>10</td>
<td>17 – 10 – 1</td>
<td>0.2979</td>
<td>0.2877</td>
<td>0.5723</td>
<td>0.5542</td>
</tr>
<tr>
<td>11</td>
<td>17 – 20 – 1</td>
<td>0.1520</td>
<td>0.1627</td>
<td>0.7831</td>
<td>0.7519</td>
</tr>
<tr>
<td>12</td>
<td>17 – 30 – 1</td>
<td>0.1697</td>
<td>0.1433</td>
<td>0.7797</td>
<td>0.7610</td>
</tr>
<tr>
<td>13</td>
<td>17 – 40 – 1</td>
<td>0.1951</td>
<td>0.2130</td>
<td>0.7216</td>
<td>0.7088</td>
</tr>
<tr>
<td>14</td>
<td>17 – 50 – 1</td>
<td>0.1666</td>
<td>0.1518</td>
<td>0.8687</td>
<td>0.8022</td>
</tr>
<tr>
<td>15</td>
<td>17 – 60 – 1</td>
<td>0.0920</td>
<td>0.0930</td>
<td>0.7907</td>
<td>0.7819</td>
</tr>
<tr>
<td>16</td>
<td>17 – 70 – 1</td>
<td>0.1353</td>
<td>0.1394</td>
<td>0.8069</td>
<td>0.7878</td>
</tr>
<tr>
<td>17</td>
<td>17 – 80 – 1</td>
<td>0.0718</td>
<td>0.0743</td>
<td>0.8975</td>
<td>0.8931</td>
</tr>
<tr>
<td>18</td>
<td>17 – 90 – 1</td>
<td>0.1195</td>
<td>0.1476</td>
<td>0.8294</td>
<td>0.8222</td>
</tr>
<tr>
<td>19</td>
<td>17 – 100 – 1</td>
<td>0.1453</td>
<td>0.1404</td>
<td>0.7926</td>
<td>0.7838</td>
</tr>
</tbody>
</table>

From the Table 1 above, it was observed that as the number of hidden neurons increase, the value of MSE decreases generally. Based on the need to come with a better architecture that will best model the study problem, several model architectures were evaluated in accordance with the formulated algorithm. The architecture 17 – 80 – 1 gave the minimum value of MSE among others. It can also be pictured in the same table above that the Network Information Criteria decreases with an increase in the number of hidden neurons. At the architecture 17 – 80 – 1, the value of the NIC was the minimum. The behavior of the R – Square (R²) and the Adjusted Network Information Criteria (ANIC) were opposite of both the MSE and the NIC. Column 5 in the table one which represented the R-Square showed that as the number of hidden neurons increases down the table, the value of R-Squared increases considerably. It was observed that the architecture 17 – 80 – 1, evaluation contained the maximum value of R-Square. The sixth column in the same table one showed the computed values for ANIC at different number of hidden neurons. Adjusted Network Information Criteria (ANIC) showed a steady increase down the table as the number of hidden neurons increases. The maximum value of ANIC was given by the network architecture 17 - 80 – 1.In addition, the pattern or the behavior of the model evaluation criteria across the number of hidden neurons can equally be justified by the use of graph plots. The graph plots which described the behaviour is illustrated in Fig. 2.
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**Fig. 2.** Graph of MSE against the number of hidden neurons

The justification of the patterned movement of the MSE down the table as the number of hidden neurons considerably increase from 1 to 10 on a 1 interval unit and from 10 to 100 on a 10 interval units can be viewed in Fig 2 above. The value of MSE decreases as the number of hidden neurons increases. Such movement can be seen in Fig. 2 above;
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**Fig. 3.** Graph of NIC against the number of hidden neurons

The graph plot in Fig. 3 showed the pattern movement of the Network Information Criteria across the number of the hidden neurons. The movement of the Network Information Criteria (NIC) was such that as the number of the hidden neurons increases, the value of the Network Information Criteria decreases. The graph plot in Fig. 2 has the same nature as the one in Fig. 3, which show that both the Mean Square Error and the Network Information Criteria of the Network Architecture formulated helped in
minimizing the error due to the network as the numbers of hidden neurons were increased. Therefore, Network Information Criteria (NIC) decreases in value as the number of the hidden Neurons increases. However, another justification was that of the $R$ – Square which is also called coefficient of determination. The plots were such that as the number of the hidden neurons increases down the plot, the coefficient of determination $R$ – Square value increases as well. It maximizes the error in the network and that's why the network architecture with the maximum value of $R$ – Square was the best in tackling our study problem. From Fig. 3, it could be observed that it is opposite of both the MSE and the NIC. This is because the value of the $R$ – Square appreciates as the number of the hidden neurons appreciates; the reverse is the case for both the MSE and the NIC. The graph is seen below.
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**Fig. 4. Graph of $R$ – square against the number of hidden neurons**

Consequently, Fig. 5 below, depicted the graph plot of the Alternative Network Information Criteria (ANIC) against the number of the hidden neurons. So Fig. 5 also followed the pattern of Fig. 4 since the movement is in the same direction. That is, as the number of hidden neurons increases, the value of the Alternative Network Information Criteria (ANIC) appreciates as well. This justification was equally very important in other to detect why the considered network architecture was used to solve our study problem. Fig. 5 can be observed below.

![Graph of ANIC against the number of hidden neurons](image)

**Fig. 5. Graph of ANIC against the number of the hidden neurons**

4. Conclusion

From the analysis carried out, we noticed that an appropriate model architecture which tackled the study problem was developed. Among the numerous evaluated Network architectures, the recommended Network that well modeled our research problem very well was network architecture 17 – 80 – 1. The network is one among the 19 different network architectures considered. It was equally noticed that at this chosen network; 17 – 80 – 1, the value of MSE was the minimum (0.0718). Moreover, its NIC realization was equally the minimum (0.0743) $R$ – Square obtained the maximum value (0.8975) at the same network architecture 17 – 80 – 1. Likewise the ANIC value which appreciates as the number of the hidden neurons increases, showed the maximum value (0.8931) at the same network architecture 17 – 80 – 1. In addition, we noticed that the coefficient values of predictor variables like mother's education, father's occupation, O' level Mathematics, O’ level Chemistry, O’ level Biology, type of secondary school attended, location of secondary school attended and PUTME were positive, whereas the others were negative. In conclusion, we were able to see that the influencing factors (students' admission records) which contribute to students' academic performances can appropriately be modeled by the use of the formulated network model 17 – 80 – 1.
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